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Summary. Quasi-Monte Carlo rules which can achieve arbitrary high order of con-
vergence have been introduced recently. The construction is based on digital nets and
the analysis of the integration error uses Walsh functions. Various approaches have
been used to show arbitrary high convergence. In this paper we explain the ideas
behind higher order quasi-Monte Carlo rules by leaving out most of the technical
details and focusing on the ideas behind it.

1 Introduction

In this paper we study the approximation of multivariate integrals of the form

/ f(z)dz
[0,1]®

by quasi-Monte Carlo rules
| V-1
N Z f(xn).
h=0

Whereas the classical theory, see [9, 10, 11], focused on functions with bounded
variation (or functions with square integrable partial mixed derivatives up to
first order in each variable) or periodic functions, see [16], here we focus on
functions which are not periodic and are smooth. The smoothness is a require-
ment if one wants to achieve convergence rates of order N~%(log N)¢(*®) with
a > 1 (here ¢(s, @) is a function which depends only on the dimension s and
the smoothness «), as, for example, by the lower bound by Sharygin [15] we
can in general at most get N~ (log N)*® for functions which have only bounded
variation but no additional smoothness.

So let us assume our integrand f : [0,1]° — R is smooth. For s = 1 we
consider the norm
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1flla = (/ f() dx)2 bt (/ Fe D (a) dx)2 +/01 7@ @R dr,

and the corresponding inner product

(f, ) = / ' fa) e / gy da ot / O (@) da / g0 (2 da

0

+/ol £ (2)g @ (x) da,

where f(7) denotes the th derivative of f for 1 < 7 < a and where f(©) = f.
In dimensions s > 1 we consider the tensor product, but before we can

do so we need some additional notation. Let S = {1,...,s}, x = (z1,...,xs)
and for u C S let &, = (;);jeu denote the vector which only consists of the
components z; of « for which j € u. Further, for 7 = (7y,...,7,) € {0,...,a}?
let [7| =71+ +7,, fD(x) = %(m) and for 7 = 0 let f(O(x) =
xz b0z
f ().
We define a norm
1o

2
- Z Z / / f(TS\MOLU)(x) de\u dmu:
[0,1] 1wl [0,1]s—lul

UC (L5} 7500 SO, sa— 1} 0l

where 75\, € {0,...,a — 1}*~ 14l shall denote a vector for which 7; does
not occur for j € u and otherwise has a value in {0,...,«a — 1}, and where
(T $\u» @) is the vector for which the jth component is « for j € u and 7; for
j € S\ u. The corresponding inner product is given by

(f:9)a
= > >

UC{L,nr5} 700 C{O, =1} 10l

/ / f(TS\“’O‘“)(m)dws\u/ g("S\wau)(m) dz g\, A
[0,1]1#1 J[0,1]5= Il [0,1]5= !

We say that a function f has smoothness « if || f||o < 0o. In the papers on
higher order quasi-Monte Carlo rules various definitions of smoothness have
been used, different from the one just introduced, for technical reasons: In [4]
the author considered a Korobov space of periodic functions for which the kth
Fourier coefficient is of order |k|~, i.e., functions in this space have || f||o < o0,
but are in addition also periodic. Non-periodic functions were first included
in [5], but the results therein were based on a somewhat different norm purely
for technical reasons. The results in [5] also include fractional smoothness, i.e.,
therein a > 1 is allowed to be any real number. The function space considered
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in [5] was based on Walsh series, and it was shown that this space includes all
smooth functions, i.e., functions with smoothness o > 1. Later, it was shown
in [6] that functions f with ||f|lo < oo are contained in this Walsh space. A
function space with norm as above was finally considered in [1].

First results on convergence rates faster than N~!(log N)* were obtained
in [14], where convergence rates of N—%/2(log N)*~1/2 were shown using
scrambled digital nets and in [3], where a convergence of N~2%% § > 0, was
shown, also using randomized point sets.

There are two main hurdles to arrive at quasi-Monte Carlo rules which
achieve the optimal order of convergence for functions with smoothness «,
where o € N can be arbitrarily high.

The first main step towards proving higher order convergence of the in-
tegration error (i.e., convergence of N~%*(log N)®* for any « > 1) is a result
concerning the decay of the Walsh coefficients. We will explain the details
in Section 4.1. It requires a result on the decay of the Walsh coefficients of
smooth functions, first shown explicitly in [5], see also [6].

The second main step is to construct point sets explicitly which can be
used in a quasi-Monte Carlo rule. The construction scheme uses digital nets
and a quality criterion on the generating matrices of such point sets can be
obtained using the result in the first step. The details of this will be explained
in Section 4.3.

It is useful to first look at how lattice rules can achieve arbitrary high
order of convergence for smooth periodic functions, as part of the theory for
non-periodic functions is similar, albeit much more technical.

2 Higher order convergence for smooth periodic
functions using lattice rules

In this section we consider numerical integration using lattice rules, which
will give us a basic understanding of how the theory on numerical integration
works, see also [16] for a particular nice introduction to this theory.

2.1 Lattice rules

First let us introduce lattice rules. Assume we want a quasi-Monte Carlo rule
with N points. For a real number z let {} = x — |2z denote the fractional
part of . Then choose a vector g € {1,..., N — 1} and use the quadrature

rule »
v (1)

This quadrature rule is called lattice rule.

Such rules work well with periodic functions. Before we can introduce the
error analysis we need some understanding of the connection between smooth
periodic functions and the decay of the Fourier coefficients.
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2.2 Decay of the Fourier coefficients of smooth periodic functions

Let now f : [0,1]®* — R be a smooth periodic function. Le., for any @,y €
{0,1}* (here {0, 1} is the set consisting of the two elements 0 and 1), and any
7€{0,...,a—1}* we have f(7)(x) = f(7)(y). Assume f has square integrable
partial mixed derivatives up to order « in each variable, then |||, < co. We
assume in the following that o > 1. Let the Fourier series of f be given by

Z f 271'1k :E

kcZs

where k- @ = kiz1 + -+ ks2s and f(k:) is the kth Fourier coefficient ]?(k:) =
f[0,1]s flm)e Mk de.

Consider the case s = 1 for a moment: Then f(z) = Y ;7 ( Ye2mikz,
Assume that f is diﬂerentiable and let J?’(k) denote the kth Fourier coefficient
of f'. 1e., f'(k fo e~ 2™k qg:. Then by differentiating the Fourier series

for f we obtam 2rik f(k ) F(k), or, for k # 0, f(k) = f'(k)/(2rik). Another
way of obtaining the last formula for k£ # 0 is by using integration by parts:

J/c\(k) / f —2771k‘L dz

27r1k:

(k)
T omik’

_ —2rmikzq1 7271'1]@:1:
I e

as f(0) = f(1). If, say, fol |f'(z)|dx < oo, then the equation above implies

that for k£ # 0 we have
o< — /llf’(x)ldff

Repeated use of the argument above shows that if f is « times differen-
tiable, then |f(k)| = O(|k|~%).

The case s > 1 works similarly. We have |f(k)| = O(|ky - - - k| =), where
k =k for k # 0 and 1 otherwise. The constant in the bound on the Fourier
coefficient depends on the norm of the function, indeed, one can show that
|f(E)| < Caslk ks|=%||f||o with some constant C,, s independent of k and
I

—2rikx

F (k)| =

2.3 Numerical integration

The following property is useful in analyzing the integration error of Fourier
series when one approximates the integral with a lattice rule (we assume N
is a prime number):
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1 Nz_:l orith-g/N 1 ifk-g=0 (mod N),
— e = .
0 otherwise.
£=0
The set of all k € Z* \ {0} for which the above sum is 1 is called the dual
lattice, i.e., we have
L={keZ’\{0}:k-g=0 (mod N)}.

Using the Fourier series expansion of the function f we obtain

/[0 y Z ({tg/N})

-1

1 2wilk-g/N
-2 fg > e
kcZs £=0

“’ﬂ

-z
il

‘We can use the bound on the Fourier coefficients from the previous section
to obtain

K'*-)

N—

/w Z ({tg/N})

=0

< Ca,SHfHa Z |E1 T 75s|7Q~

kel

The last sum tells us to choose g such that only those k € Z*° \ {0} should
satisfy k- g = 0 (mod N) for which |k;---ks|~® is small. Indeed, one can
show that there are g such that Y, k1 - ks|™* = O(N~*(log N)**).

One way to show the last claim is the following (we do not give the details
here, just an outline, see [9, Chapter 5] for more information): Let

p=nin [k - k. (1)

We call p the figure of merit. Then the largest term in ), . |ky - kg™ is
given by p~*. One can now show that the sum ), _ . |1 - - - k5| ~* is dominated
by its largest term. Indeed, there are bounds

pia < Z |‘IE1 e IES|7Q < C(/x,spia(logp)ai (2)
kel

see [9, Chapter 5]. Further there is a result which states that there exists a
g € {1,...,N — 1}° such that p > ¢;N. Together with (2) this yields the
result.

In the following we use a similar approach for numerical integration using
digital nets. Instead of considering Fourier series, we now consider Walsh series
and lattice rules are replaced by quasi-Monte Carlo rules based on digital nets.
Before we can explain this theory we introduce the necessary concepts in the
next section.
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3 Preliminaries

In the following we introduce the digital construction scheme and Walsh func-
tions. For simplicity we only consider the case where the base b is a prime.

3.1 The digital construction scheme

The construction of the point set used here is based on the concept of digital
nets introduced by Niederreiter, see [9].

Definition 1. Let b be a prime and let n,m,s > 1 be integers. Let C1,...,C;
be n x m matrices over the finite field F, of order b. Now we construct b™
points in [0,1)%: for 0 < h < b™ —11let h = hg+hib+ -+ hy,_16™ 1 be the
b-adic expansion of h. Identify h with the vector h = (hg, ..., hm_1)" € F,
where T means the transpose of the vector (note that we write h for vectors in
the finite field F}* and h for vectors of integers or real numbers). For 1 < j <s
multiply the matrix C; by h, i.e.,

th =: (yj,l(h); - ,yj’n<h))—r S }FZL,

and set h n
. Yjn Yjn
Thj =" +eee b
The point set {xg, ..., xpm_1} is called a digital net (over Fy) (with generating
matrices Cq,...,Cs).
For n,m = oo we obtain a sequence {xg,x1, ...}, which is called a digital

sequence (over Fp) (with generating matrices Cy, ..., Cy).

Niederreiter’s concept of a digital (¢, m, s)-net and a digital (¢, s)-sequence
will appear as a special case in the subsequent section. Further, the digital
nets considered below all satisfy n > m.

For a digital net with generating matrices Cy,...,Cslet D = D(C4, ..., Cs)
be the dual net given by

D={keNj\{0}:C/k +---+CJk, =0},

where for k = (ki1,...,ks) with k; = k;0+k;1b+--- and k;; € {0,...,b—1}
we define k; = (kj0,---,Kjn-1)

3.2 Walsh functions

Let the real number z € [0,1) have base b representation » = %+ + 73 + - - -,
with 0 < x; < b and where infinitely many x; are different from b — 1. For
EeN k=rd 1+ dr,b» L ar>->a,>0and 0 < ky,...,k, <D,
we define the kth Walsh function by

F1Tay - +hoTa,

waly(z) = w, ,
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where w, = ™/, For k = 0 we set walg(z) = 1.

For a function f : [0,1] — R we define the kth Walsh coefficient of f by

f(k:):/o f(z)walg(z) dz

and we can form the Walsh series

~

f(k)walg(z).

WE

fx) ~

~
Il

0

Note that throughout the paper Walsh functions and digital nets are de-
fined using the same prime number b.

4 Higher order convergence of smooth functions using
generalized digital nets

In this section we present the ideas behind higher order quasi-Monte Carlo
rules based on generalized digital nets.

4.1 Decay of the Walsh coefficients of smooth functions

We will focus mainly on s = 1 in this section, the case s > 1 is a natural
extension as we consider tensor product spaces of functions. We do not give
all the details, but provide an heuristic approach. The simplest exposition of
the result presented in this subsection which contains all the details may be
found in [6].

We now prove a bound on the Walsh coefficients of smooth functions. Note
that we cannot differentiate the Walsh series of a function f, since the Walsh
functions are piecewise constant and have therefore jumps. But we can use
the second approach based on integration by parts, as was done for Fourier
series above. Let Ji,(z) = [ walg(t) dt, then

R 1
fwal(k):‘/O f(x)walk(x) dx

= [f(@) k(@) g — / F(2) i) do

- / F(@) Tulw) da, (3)

as fol waly(z) dz = 0.

__ As for Fourier series, we would now like to relate the Walsh coefficient
fwa1(k) to some Walsh coefficient of f’. For Fourier series this happened natu-
rally, but here we obtain the function Ji. The way to proceed now is to obtain
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the Walsh series expansion of J, which will allow us to relate the kth Walsh
coefficient of f to some Walsh coefficients of f.

We need the following lemma which was first shown in [8] and appeared
in many other papers (see for example [5] for a more general version). The
following notation will be used throughout the paper: k' = k — k6% !, and
hence 0 < k/ < b171,

Lemma 1. For k € N let Jy(z) = [ walg(t) dt. Then

Jr(z) =b"" ((1 - w,j”l)_lwalkf(a:) +(1/24 (w, ™ — 1)~ Hwalg ()

oo b—1

+ Z Z bic(wg — 1)1Wa119ba1+c1+k($)> .

c=19=1

For k=0, i.e., Jo(x) = [, 1dt =z, we have

o b—1

2) =1/24+> ) 07wy — 1) 'walgye (). (4)

c=19=1
We also need the following elementary lemma.

Lemma 2. For any 0 < k < b we have

1
and [1/24 (wy " —1)71 <

1_ — K 1< .
| “o N 2si 72811’1%

Let £k € N with k = k161 + -+ + 5,b% 7! where 0 < Kkq,...,K5, < b
and a; > --- > a, > 0. Further let k) = gob® 1 ... 4 g 01 (2 =
k3b® 14 kb1 and k() = Kb 17 g b for 0 < T < v
and k) = 0. It is also convenient to define the following function:

_ Jar+ -+ Gmin(a,w) for k> 0,
Halk) = {o for k = 0.

Substituting the Walsh series for Ji in (3) we obtain approximately

Fuat(h) ~ b= (1 — ™) / 7' (@)waly () d
= =07 (L= ™) P (k).

In actuality we obtain an infinite sum on the right hand side, but the main
term is the first one, the remaining terms can be dealt with, see [6] for the
details.

We can repeat the last step 7 times until either f(7) is not differentiable
anymore, or k() = 0, that is, we can repeat it min(a, v) times. Hence
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fwal(k) ~ b (wb_ﬁl - 1)71}1\/\)\131(]{:(1))
2

ST | (CRaEs

i=1
min(a,v) . .
A T~ Gmin(a,w) H (w;fii _ 1)71};(;:1”1(@7'/))(k(mm(a,u))).
1=1

Taking the absolute value and using some estimation we obtain

min(a,v)
o)) S b7 T o™ = T (i)
i=1
b_#a(k) (min( ) .
min(a,v (min(a,v))
< (2Sin71’/b)min(a’u)|fwal (k )|
b_,U‘a(k)

1
< i (min(a,v)) ‘d
- (2sin7r/b)mm(a7u)/0 )f (z)| da,

where we used |]/";(Vr§n(a’y))(k(min(o‘7”)))| = ‘fol () (1Y waly (mine.) () dz| <

fgl ’f(min(a,u))(m)‘ |waly,(min(a.)) ()| dz = fol ‘f(min(a,v))(x)’ de.
Thus if f is « times differentiable, we obtain

|fwal(k)| é C(fb_ua(k)'

By some modification of the above approach, see [6], it can be shown that
the constant C'f, which depends on f, can be replaced by a constant which
depends only on « and b (but not on f) and the norm of f, i.e., we have

|fwa1(k)| é Cmb”f”ab*#a(k)_

The same holds for dimensions s > 1, see [1, 5, 6], where the constant addi-
tionally depends on the dimension s

[ (R)] £ CapslFllab=®),

where pq (k) = pa (k1) + - + pa(ks) for k= (k1, ..., ks). For some values of
b, this constant Cy 4 s goes to 0 exponentially as s increases, see [1, 6].

Thus we have now achieved an analogous result to the decay of the Fourier
coefficients of smooth functions and we can now begin to investigate numerical
integration.

4.2 Numerical integration

This section is largely similar to Section 2.3. Again, we have the property
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" —1

1ifClki+- +CJks=0€FP
bm Z wali(z) {0 otherwise,

where k = (kl, ey kg) S N(S), ]Cj = kj70+kj71b+' ) and kj = (kj70, ey kjm_l)—r
The set of all k for which the sum above is 1 is called the dual net D, i.e.,

D={keN;\{0}:C/ky +---+C/k,=0cTF}.

Using the Walsh series expansion of the function f we obtain

b1 b1
| i dw——wae — @) = 3 Flk) Zwalkwe
[0,1]* keNg
= Z fwal(k)
keD
S Z |fwal(k)
keD

We can use the bound on the Walsh coefficients of the previous section to
obtain

b™m—1

/{W fle)de — — Z f(@e)

The last inequality separates the contribution of the function from the
contribution of the quasi-Monte Carlo rule, i.e., || f]lo depends only on the
function f but not on the quasi-Monte Carlo rule, whereas ), b Ha (k)
depends only on the generating matrices of the digital net and not on the
function itself (only on the smoothness of f; i.e., it is the same for all functions
which have smoothness «). Therefore, when considering the integration error
we can now focus on the term », b=+e(®) which we do in the following
subsection.

< Capysllflla Z pHe k),

keD

4.3 Generalized digital nets

The aim is now to find digital nets, i.e., generating matrices Cq,...,Cs €
Fp*™ such that Y, b #e®) = O(N~(log N)**), where the number of
quadrature points N = b™.
Roughly speaking, the sum ), ., b—#=(*) is dominated by its largest term.
To find this largest term, define
(Chy. .., C5) = ok
:ua( 1, ) ) gélgu ( )
The dependence on the generating matrices C, ..., Cs on the right hand side
of the above equation is via the dual net D = D(CY4,. .., Cs). The largest term
in > pep b7He®) s then hHa(C1C),
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In order to achieve a convergence of almost N™% = b~*™ we must have
that the largest term in ), b—r«(k) ig also of this order, that is, we must

have uk (Cy,...,Cs) = am (or say u’(C,...,Cs) > am—t for some constant
t independent of m). That this condition is also sufficient is quite technical and
was shown in [5, Lemma 5.2]. (The definition of ¥ (Cy, ..., Cs) is reminiscent

of the figure of merit for lattice rules, see (1). For lattice rules an approach of
proving the desired order of convergence was described in Subsection 2.3.)

So now which matrices Cy,...,Cs € Fy*™ achieve p (Ch,...,Cs) = am?
Again we can use some analogy: The definition of u*/(Ch,...,Cs) is similar
to the figure of merit p for lattice rules, or more precisely to log p, which for
classical digital nets is analogous to the strength of the digital net, that is,
m — t. On the other hand, the classical case corresponds to o = 1, hence one
can expect a relationship between uj(Cq,...,Cs) and m — t.

Indeed, we have the following: Let C; = (CI17 ey c;':n)—r7 ie., c;,cFis
the /th row of C;. Then the matrices Ci,...,C, generate a classical digital
(t,m, s)-net if for all 41,...,is > 0 with iy +--- + i, < m — ¢, the vectors

Cl,l;"'vcl,ila"'705717"'7(:5,1'5

are linearly independent over Iy.

Now assume C1,...,Cs generate a classical digital (¢,m, s)-net and that
we are given a k € Nj\ {0} with pqi(k) < m —t. Let i; = pqi(k;) for
j=1,...,s then Ok; +---+ C/k, is a linear combination of the vectors
Cl1s---3Cl,iyr--+,Cs1,---,Cs,i.. Ask #0and i; +---+1i; < m—t, which im-
plies that ¢11,...,€14,,...,Cs,1,...,Cs;, are linearly independent, it follows
that O ky +---+CJ ks # 0 € F/*. Thus k ¢ D. This shows that if C1,...,Cj
generate a classical digital (¢,m, s)-net and k € D, then p(k) > m — t. This
is precisely the type of result described above which we also want to have for
a> 1.

So in the classical case & = 1 we had some linear independence condition
of the rows of the generating matrices which lead to the desired result. How
can we generalize this linear independence condition to a@ > 1?7 So we want to
have that if k € N§\ {0} with us(k) < am —t, then the generating matrices
should have linear independent rows such that C] k; +---+ CJ ks # 0 € F".
Let k = (ki,..., k), where kj = #,1b%1 1 - 4 4, 0% 1 with aj; >

©>aj,; > 0and 0 < Kj1,...,kKj,,; < b. First note that if n < am —t,
then & = (b™,0,...,0) € D, but ue(k) = n+1 < am — t. In order to
avoid this problem we may choose n = am. Hence we may now assume that
a1 <n=amforj =1,...,s, as otherwise y,(k) > am already and no
independence condition on the generating matrices is required in this case.

Now C'ky + - -+ + CJky is a linear combination of the rows

C17a1,1, . 7C1,U«1,u1 yeeey CS)as,l’ ey CS@S,VS .

Thus, if these rows are linearly independent, then C} k; + -+ CJk, # 0 €
F}, and therefore k ¢ D.
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Therefore, if Cy,...,Cs € Fp*™ are such that for all choices of a;;1 >
“>aj,, >0forj=1,...,s, with

aiq+--+ A1, min(a,vy) +orFasy++ Qs min(a,vs) <am —t,

the rows
Cl,al’lv L 7cl,a1’,,1 yee ey Cs,a5,17 .o 7cs,as’ys

are linearly independent, then k € D implies that p,(k) > am — t. (Note
that we also include the case where some v; = 0, in which case we just set
aji1+ -+ Gjmin(a,w,) = 0.)

We can now formally define such digital nets for which the generating
matrices satisfy such a property. The following definition is a special case of
[5, Definition 4.3].

Definition 2. Let m,a > 1, and 0 < t < am be natural numbers. Let Ty
be the finite field of prime order b and let Cy,...,Cs € Fy™*™ with C; =

(ch,l,...,cham)T. If for all 0 < aj,, < --- < aj1, where 0 < v; for all

j=1,...,s, with
s min(v;,a)
S i <ames
j=1 i=1
the vectors

Cl,al,,,1 IR cl,a1,1; ceey Cs,aS,VS PRI »Cs,asyl

are linearly independent over Ty, then the digital net with generating matrices
Cy,...,Cs is called a digital (t,a,1,am x m,s)-net over Fy,.

The need for a more general definition in [5] arises as we assume therein
that the smoothness a of the integrand is not known, so one cannot choose
n = am in this case.

We have seen so far that a digital (¢, «, 1, amxm, s)-net used as quadrature
points in a quasi-Monte Carlo rule will yield a convergence of the integration
error of order N~%*(log N)** for integrands with || f||o < 0.

The remaining question now is: do digital (¢, «, 1, am x m, s)-nets for all
given «, s > 1 and some fixed ¢ (which may depend on « and s but not on
m) exist for all m € N? An affirmative answer to this question will be given
in the next subsection.

4.4 Construction of generalized digital nets

In this subsection we present explicit constructions of digital (¢, «,1,am X
m, s)-nets. The basic construction principle appeared first in [4] and was
slightly modified in [5]. The construction requires a parameter d, which, in
case the smoothness of the integrand « is known, should be chosen as d = a.
In this subsection we present this construction and a bound on the t-value,
but we assume that « is known explicitly and hence choose d = «.
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Let C1,...,Cs be the generating matrices of a digital (', m, sa)-net; we
recall that many explicit examples of such generating matrices are known, see
e.g., [7,9, 10, 11, 12, 13, 17] and the references therein. As we will see later,
the choice of the underlying (¢, m, sa)-net has a direct impact on the bound
on the t-value of the digital (¢, v, 1, am x m, s)-net. Let C; = (¢/,,...,¢] )"
for j =1,...,s0; i.e., c;; are the row vectors of C;. Now let the matrix C’j(.a)
be made of the first rows of the matrices C(;_1ya41, - -, Cja, then the second

rows of Cj_1)a+1;--->Cja, and so on. The matrix C'](»a) is then an am x m
matrix; i.e., CJ(“) = (cﬁ), . ,cgfgm)T, where cﬁ) = Cyp With | = (v—j)a+u,
1<v<m,and (j—lNa<u<jaforl=1,...,amand j=1,...,s.

To give the idea why this construction works we may consider the case
s =1. Let o > 1. To simplify the notation we drop the j (which denotes the
coordinate) from the notation for a moment. Let C(®) be constructed from a
classical digital (¢, m, a)-net with generating matrices C, . .., C, as described
above. Let am > a1 > as > -+ > a, > 1. Then we need to consider the row
vectors c,(lof), .. .,c,ﬁ . Now by the construction above, the vector cgof) may
stem from any of the generating matrices Cq, ..., C,. W.l.o.g. assume that cf{f)
stems from C4, i.e., it is the i;th row of Cy, where i; = [a1/«]. Next consider

cfg). This row vector may again stem from any of the matrices C1,...,C,. If

i) also stems from Cy, then [az/a] < iy. If not, we may w.l.o.g. assume that
it stems from Cj. Indeed, it will be the isth row of Co, where is = [az/a].
We continue in this fashion and define numbers i3, 44, ..., 4, where 1 <1 < a.
Further we set i;11 = --- = i, = 0. Then by the (¢, m, a)-net property of
C1,...,C4, it follows that c((ﬁ), e ,c((;i) are linearly independent provided that
11+ - +iq < m—t'. Hence, if we choose t such that a;+- - “+amin(a,) < am—t
implies that 71 +- - -+, < m—t' for all admissible choices of a1, ..., a,, then
the digital (¢, v, 1, am x m, 1)-net property of C(® follows.
Note that iy = [a1/a] and ¢ < [a;/«a] for I =2,..., «a. Thus
it e < [an/a] 4 aa/al

(a1 4+ aq+ala—1))/a
a1+ -+ ag

— +

@

m—t/a+a—1.

<
<

a—1

IN

Thus, if we choose t such that m —t/a+«a —1 < m — t/, then the result
follows. Simple algebra then shows that

t=at' +ala—1)

will suffice.

A more general and improved result is given in the following which is a
special case of [5, Theorem 4.11], with an improvement for some cases from
[2] (a proof of this result can be found in [2, 4]).
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Theorem 1. Let o > 1 be a natural number and let Cq,...,Cs, be the gener-
ating matrices of a digital (t', m, sa)-net over the finite field Fy of prime order
b. Let Cl(a), ey C’S(O‘) be defined as above. Then the matrices Cl('l)7 ey CS(O‘) are
the generating matrices of a digital (t,a, 1,aem X m, s)-net over Fy, with

t = amin (m,t’+ F(a;l)J)

This shows that digital (¢, a, 1, am x m,s)-nets exist for all a,m,s > 1
with ¢ bounded independently of m. Indeed, also the dependence of ¢ on «
and s is known from [2]: namely ¢ < o?s.

Geometrical properties of digital (¢, a, 1, «m x m, s)-nets and their gener-
alization were shown in [2]. In the following section we show pictures of those

properties.

5 Geometrical properties of generalized digital nets

In this section we describe geometrical properties of generalized digital nets.
The generating matrices C{Q) and 02(2) for the digital net shown in Figure 1 are
obtained from the classical digital (1,4, 4)-net with the following generating
matrices:

1000 0001 1111 0110
0100 0010 0101 1101
C1=1o010[2= 0100 Cs = 0011 Ca= 0001
0001 1000 0001 0010

Using the construction principle from [4, 5] described above, we obtain

1000 1111

0001 0110

0100 0101

2 0010 2 1101
o = 0010 and €5 = 0011
0100 0001

0001 0001

1000 0010

Theorem 1 implies that 6’52), 02(2) generate a digital (4,2,1,8 x 4,2)-net.
Upon inspection one can see that it is also a (3,2,1,8 x 4, 2)-net, but not a
(2,2,1,8x%x4,2)-net (the first two rows of C{Q) and Céz) are linearly dependent).

Figure 2 shows that the point set is classical (1,4,2)-net. Indeed, this is
true more generally: generalized digital nets are also classical digital nets (with
the classical ¢t-value usually a bit worse than the best classical nets known for
the chosen parameters, which is understandable as generalized digital nets
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Fig. 1. A digital (3,2, 1,8 x4, 2)-net over Z, which is also a classical digital (1,4, 2)-
net over Zs.

have some additional structure as we will see below) and are therefore also
well distributed.

Figure 3 shows a partition of the square for which each union of the shaded
rectangles contains exactly two points. Figures 4 and 5 show that also other
partitions of the unit square are possible where each union of shaded rectangles
contains the fair amount of points. Many other partitions of the square are
possible where the point set always contains the fair amount of points in
each union of rectangles, see [2], but there are too many of them to show
them all here. Even in the simple case considered here there are 12 partitions
possible, for each of which the point set is fair - this is quite remarkable since
the point set itself has only 16 points (we exclude all those partitions for
which the fairness would follow already from some other partition, otherwise
there would be 34 of them). In the classical case we have 4 such partitions,
all of which are shown in Figure 2. (The partitions from the classical case
are included in the generalized case; so out of the 12 partitions 4 are shown
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(a) (b)
() (d)

Fig. 2. The digital (3,2, 1,8 x4, 2)-net is also a digital (1, 4, 2)-net, as each partition
of the unit square contains exactly two points.

in Figure 2, one is shown in Figure 3, one is shown in Figure 5 and one is
indicated in Figure 4.)

The subsets of [0,1)® which form a partition and which each have the fair
amount of points are of the form:

J(a,,d,)
i bt d di, d d 1
7,1 7,n 7,1 g,
:H U =L ., 44 m+ am)7
e W [ b pam’ pom '}

lE{l,...,am}\{ajyl,...,ajyuj}
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(b)

(d)

(f)

(8)

(h)

17

Fig. 3. The digital (3,2, 1,8 x 4, 2)-net. The union of the shaded rectangles in each
figure from (a) to (h) contains exactly two points.
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Fig. 4. Digital (3,2,1,8 x 4,2)-net over Zz. The union of the shaded rectangles
contains two points. As in Figure 3 one can also form a partition of the square with
this type of rectangle where each union of rectangles contains two points.

Fig. 5. Digital (3,2,1,8 x 4,2)-net over Zs. The union of the shaded rectangles
contains half the points.

where b > 2 is the base and where Z;:l Zly;l aj; <am—t. Forj=1,... s
we again assume 1 < ajp, < 0 < a1 < am in case v; > 0 and
{aj1,... ,aj,,,j} = () in case v; = 0. Further, we also use the following notation:
Vv = (Vl, .o 7l/s)7 |I/|1 = Z;:l Vi, ap = (al,h RN 3 WA 73 R ,as7,/5),
dy € {0,....b— 1} and dy = (dugyyseedinyse oo dsinys e dsin,)s
where the components a;; and d;;, [ = 1,...,v;, do not appear in the vectors
a, and d, in case v; = 0.

Figures 2, 3, 4, and 5 give only a few examples of unions of intervals for
which each subset of the partition contains the right amount of points. As
the J(a,,d,), for fixed v and a, (with d, running through all possibili-
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ties) form a partition of [0,1)%, it is clear that the right amount of points in
J(ay,d,) has to be ¥ Vol(J(ay,d, ). For example, the digital net in Figure 3
has 16 points and the partition consists of 8 different subsets J(a,,d, ), hence
each J(a,,d,) contains exactly 16/8 = 2 points. (In general, the volume of
J(a,,d,) is given by b=I1 | see [2].)

6 Geometrical numerical integration
The geometrical properties needed for numerical integration can be illustrated

in the one dimensional case.
Assume f:[0,1] — R is twice continuously differentiable. Then

f(2) = £(0) + / " Ptydt = £0) +2f(0) + / (x— ),/ dt, ()

where (z —t)4 is « — ¢ for x >t and 0 otherwise.
Let z1,...,2n € [0,1], then using (5) we obtain

N 1
SO DVCARY QFICEE

h=1

1 & 1oLt
f(())—i—f'(O)Nth—l—NZ/o (xh_t)+f/’(t)dt
h=1 h=1

1 1 1
1010 [wde= [ [@n @
R 1
= f'(0) lth_:l:ﬂh—/o mdx]
1 N 1
+/O (@) [;]Z(%h—tﬁ—/o (:E—t)erx] dt.

h=1

Taking the absolute value of the integration error we obtain

1 !
N S [ s

where

1
< [f o+ [ 1f <t>|dt} v Ax(0)],

N

]th(xh—t)Jr—/o (x —t)4 da|.

=1

An(t) =

The factor |f’(0)|—i—f01 |£”(t)] dt is a seminorm of the function f and the fac-
tor supg<;<; |An(t)| measures properties of the quadrature points z1, ..., zy.
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For example, for ¢ = 0 the quadrature rule would numerically integrate the
function = and

is the integration error.

In order to obtain a convergence of N~27% § > 0, our quadrature points
should be chosen such that Ax(t) = O(N=2%%) for any 0 < ¢t < 1. Any
equidistant quadrature points only yield supg<;<; |[An(t)] = O(N~1). The
points from a digital (¢, a, 1, m x m, s)-net are not equidistant for a > 1, but
introduce some cancelation effect as we explain in the following.

Consider Figure 6. We assume we want to numerically integrate the func-
tion = (then A(0) would be the integration error) using a (¢,2,1,2m x m, 1)-
net (where b = 2). This function is relevant as it appears in the upper bound
(the case where 0 < ¢ < 1 is similar.) Assume we want to put two points in
the interval [0,1/2), such that one point is in [0,1/4) and another one is in
[1/4,1/2), as illustrated in Figure 6(a). Then we get some integration error

for the point z; in [0,1/4) of the form e; = a1 — f01/4 dz and another inte-

gration error for the point x5 in [1/4,1/2) of the form e; = x5 — 11/421:dx.

The integration error for the interval [0,1/2) is then the sum of the two errors
e1 + es. If both e; and es have the same sign then the absolute value of error
ler + ea] for the integral fol/ *rdx increases, whereas if they have opposite
signs then we get some cancelation effect and the absolute value of the error,
ler + e2], decreases.

We can partition each of the intervals [0,1/4) and [1/4,1/2) again into
two intervals to obtain [0,1/8) and [1/8,1/4) on the one hand and [1/4,3/8)
and [3/8,1/2) on the other hand, see Figure 6(b). Next we put two points in
the interval [0,1/2): In Figure 6(c) one point is in the interval [0,1/8) and
the other one in [3/8,1/2) and in Figure 6(d) one is in [1/8,1/4) and one
in [1/4,3/8). In both cases, when considering the integral f01/2 xdx, we get
some cancelation effect: in Figure 6(c) the point in [0,1/8) underestimates the
integral f01/4 x dz, whereas the point in [3/8,1/2) overestimates the integral

fll//f 2 dx. Similarly for Figure 6(d). On the other hand, in Figure 6(e) both
points underestimate the corresponding integral and in Figure 6(f) both points
overestimate the corresponding integral - hence the integration errors add up
in this case.

So we started out saying that we want to have one point in the black
interval in Figure 6(g) and one in the white. But to get some cancelation
effect we also want to have that one point is in the black part in Figure 6(h)
and one in the white part.

But such a structure is exhibited by the point set shown in Figure 1. Con-
sidering the projection of the point set onto the z-axis, Figure 2(c) shows that
the same number of points is in the interval [0,1/4) as there is in [1/4,1/2).
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Figures 3(a) and (b) on the other hand show that the same number of points
is in [0,1/8) U [1/4,3/8) as there is in [1/8,1/4) U [3/8,1/2). Therefore this
point set shows the desired cancelation effect which allows us to obtain a
convergence beyond O(N~119).
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