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Abstract

Higher order polynomial lattice point sets are special types of dig-
ital higher order nets which are known to achieve almost optimal con-
vergence rates when used in a quasi-Monte Carlo algorithm to approx-
imate high-dimensional integrals over the unit cube.

Recently it has been shown that higher order polynomial lattice
point sets of “good” quality must exist. However, it was not shown
how to construct such point sets avoiding an exhaustive search. This
is the contribution of the present paper.

We use a component-by-component approach to construct higher
order polynomial lattice rules achieving optimal convergence rates for
functions of arbitrarily high smoothness and at the same time – under
certain conditions on the weights – (strong) polynomial tractability.
In addition, we show how to combine a sieve-type algorithm with the
component-by-component approach to construct higher order poly-
nomial lattice rules adjusting themselves to the smoothness of the
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integrand up to a certain given degree. Analogous results for higher
order Korobov polynomial lattice point sets are presented as well.

1 Introduction

Quasi-Monte Carlo rules are equal weight integration formulas used to ap-
proximate integrals over the unit cube [0, 1]s, where the dimension s is typi-
cally large. In particular, one approximates an integral

∫
[0,1]s

f(x) dx by

QN,s(f) =
1

N

N−1∑
n=0

f(xn) where x0, . . . ,xN−1 ∈ [0, 1)s.

Popular choices for the underlying integration nodes x0, . . . ,xN−1 ∈ [0, 1)s

are either lattice point sets (see [14, 15]) or digital (t,m, s)-nets (see [12, 14]);
in this paper, we focus on digital nets.

Recently, digital higher order nets were introduced by Dick [3] which in-
clude digital (t,m, s)-nets as special cases and have the appealing property
that they can exploit the smoothness of the integrand under consideration.
This is not possible with ordinary digital (t,m, s)-nets. To be more precise, if
the integrand under consideration has square integrable mixed partial deriva-
tives of order α in each variable, then digital higher order nets consisting of
N points can produce integration errors converging at a rate of N−α+ε with
arbitrary small ε > 0.

Having established the desirable properties of digital higher order nets,
an important question is how to construct them. One possible answer to
this question was given in [3, Section 4.4], where it was shown how to obtain
digital higher order nets from classical digital nets. The aim of the present
paper is to provide constructions of digital higher order nets independent
of classical digital nets. As alternative construction we consider polynomial
lattice rules which first have been introduced by Niederreiter [13, 14] as spe-
cial cases of digital nets and later generalized in [8] as special cases of digital
higher order nets. Quasi-Monte Carlo rules using such point sets as integra-
tion nodes are nowadays known as (higher order) polynomial lattice rules.
We refer to [9, 14] for more information on polynomial lattice rules. In [8] the
existence of higher order polynomial lattice rules achieving optimal conver-
gence rates was established with an averaging argument. In addition, these
rules can at the same time achieve (strong) polynomial tractability. However,
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this approach is purely probabilistic and gives no hint of how to construct
such point sets. A further nonconstructive existence result for “good” higher
order polynomial lattice rules is presented in [6]. This approach uses the
concept of a figure of merit. The results presented in these papers were very
encouraging. In particular, for large values of α and s, the higher order poly-
nomial lattice rules improved on the construction based on classical digital
nets from [3, Section 4.4].

In this paper we find a construction procedure producing higher order
polynomial lattice rules which perform well when applied to numerical inte-
gration. In particular, we consider two cases: Firstly, we use a component-
by-component (CBC) approach (an idea first used in [16]) to produce higher
order polynomial lattice rules achieving the optimal rate of convergence for
functions having higher order mixed partial derivatives, see Algorithm 1 and
Theorem 3.1. Furthermore, by combining the CBC approach with a “sieve”-
type algorithm (as used in [10]) we can even construct higher order polyno-
mial lattice rules which automatically adjust themselves to the smoothness
of the integrand in terms of the convergence of the integration error within a
certain (arbitrarily high) range; see Algorithm 2 and Theorem 4.2. We point
out already here, that an analogous result for lattice rules is not known.

In addition, we study a special case of higher order polynomial lattice
rules, namely higher order Korobov polynomial lattice rules as introduced in
[8]; see also [11] for the classical definition. We find that analogous results
as for the higher order polynomial lattice rules constructed using a CBC and
CBC sieve approach can be established.

The approaches to constructing digital higher order nets presented in
this paper are direct, that is, we avoid employing classical digital nets, which
earlier constructions (see [3, Section 4.4]) relied on. Furthermore, the higher
order polynomial lattice rules are constructed to perform well when applied
to numerical integration and without reference to the quality parameter t of
the resulting digital higher order net.

The structure of the paper is as follows: In Section 2 we recall higher order
polynomial lattice rules, discuss the function space under consideration and
present a result on numerical integration in this function space employing
higher order polynomial lattice rules. In Section 3 we use a CBC approach
to construct higher order polynomial lattice rules achieving optimal rates of
convergence for functions of a given smoothness and in Section 4 we show
how to construct higher order polynomial lattice rules achieving optimal
convergence rates for a given range of smoothness parameters using a CBC
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sieve algorithm. Finally, in Section 5, analogous results for higher order
Korobov polynomial lattice rules are established.

2 Preliminaries

In this section we introduce higher order polynomial lattice rules which can
achieve arbitrarily high convergence rates, the function space under consid-
eration, and a result on numerical integration in this function space when
using higher order polynomial lattice rules.

2.1 Polynomial lattice rules for arbitrarily smooth func-
tions

For a prime b let Zb be the finite field with b elements and let Zb((x
−1)) be

the field of formal Laurent series over Zb. Elements of Zb((x
−1)) are formal

Laurent series,

L =
∞∑

l=w

tlx
−l,

where w is an arbitrary integer and all tl ∈ Zb. Note that Zb((x
−1)) contains

the field of rational functions over Zb as a subfield. Further let Zb[x] be the
set of all polynomials over Zb.

For an integer n let vn be the map from Zb((x
−1)) to the interval [0, 1)

defined by

vn

(
∞∑

l=w

tlx
−l

)
=

n∑
l=max(1,w)

tlb
−l.

The following definition of higher order polynomial lattice rules given in
[8] is a slight generalization of the definition from [13], see also [14].

Definition 2.1 Let b be prime and let 1 ≤ m ≤ n be integers. For a
given dimension s ≥ 1, choose p(x) ∈ Zb[x] with deg(p(x)) = n and let
q1(x), . . . , qs(x) ∈ Zb[x]. For 0 ≤ h < bm let h = h0 + h1b + · · · + hm−1b

m−1

be the b-adic expansion of h. With each such h we associate the polynomial

h(x) =
m−1∑
r=0

hrx
r ∈ Zb[x].
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Then Sp,m,n(q), where q = (q1(x), . . . , qs(x)), is the point set consisting of
the bm points

xh =

(
vn

(
h(x)q1(x)

p(x)

)
, . . . , vn

(
h(x)qs(x)

p(x)

))
∈ [0, 1)s,

for 0 ≤ h < bm. A quasi-Monte Carlo rule using the point set Sp,m,n(q) is
called a polynomial lattice rule.

Remark 2.1 Using similar arguments as for the classical case n = m, see
[13, 14], it can be shown that the point set Sp,m,n(q) is a digital net in the
sense of [3] which can be seen as a generalisation of the classical definition of
digital nets according to Niederreiter [12, 13, 14]. The generating matrices
C1, . . . , Cs ∈ Zn×m

b of this digital net can be obtained in the following way:
For 1 ≤ j ≤ s consider the expansions

qj(x)

p(x)
=

∞∑
l=wj

u
(j)
l x−l ∈ Zb((x

−1)),

where wj ∈ Z. Then the elements c
(j)
l,r of the n × m matrix Cj over Zb are

given by
c
(j)
l,r = u

(j)
r+l ∈ Zb,

for 1 ≤ j ≤ s, 1 ≤ l ≤ n, 0 ≤ r ≤ m− 1.

For the rest of the paper, we make use of the following notation: We write
~h for vectors over Zb and h for vectors over Z or R. Polynomials over Zb

are denoted by h(x) and vectors of polynomials by h(x). Furthermore, given
an integer h with b-adic expansion h =

∑∞
r=0 hrb

r, we denote the associated
polynomial by h(x), which is given by

h(x) =
n−1∑
r=0

hrx
r.

For arbitrary k(x) = (k1(x), . . . , ks(x)) ∈ Zb[x]s and q(x) = (q1(x), . . . , qs(x)) ∈
Zb[x]s, we define the “inner product”

k(x) · q(x) =
s∑

j=1

kj(x)qj(x) ∈ Zb[x],
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and we write q(x) ≡ 0 (mod p(x)) if p(x) divides q(x) in Zb[x].
We remark here that for our results only the degree of the polynomial p(x)

is important and not the specific choice of p(x) itself (we assume though
that p(x) is irreducible, but this assumption could be removed by a more
complicated analysis).

2.2 Walsh functions and the function space Wα,s,γ

We now define the space of functions we are going to study. This function
space is based on Walsh functions whose definition is recalled in the following.

Let N0 denote the set of nonnegative and N the set of positive integers.
Each k ∈ N has a unique b-adic representation k =

∑a
i=0 κib

i with digits
κi ∈ {0, . . . , b− 1} for 0 ≤ i ≤ a, where κa 6= 0. For k = 0 we have a = 0 and
κ0 = 0. Similarly, each x ∈ [0, 1) has a b-adic representation x =

∑∞
i=1 ξib

−i

with digits ξi ∈ {0, . . . , b− 1} for i ≥ 1. This representation is unique in the
sense that infinitely many of the ξi must differ from b− 1. We define the kth
Walsh function in base b, walk : [0, 1) → C by

walk(x) := exp(2πi(ξ1κ0 + · · ·+ ξa+1κa)/b).

For dimension s ≥ 2 and vectors k = (k1, . . . , ks) ∈ Ns
0 and x = (x1, . . . , xs) ∈

[0, 1)s we define walk : [0, 1)s → C by

walk(x) :=
s∏

j=1

walkj
(xj).

It follows from the definition above that Walsh functions are piecewise
constant functions. For more information on Walsh functions, see, e.g., [1, 18]
or [9, Appendix A].

When studying integration errors resulting from the approximation of an
integral based on a digital net or digital higher order net or a (higher order)
polynomial lattice rule, it is convenient to consider the Walsh series of the
integrand f . In particular, for f ∈ L2([0, 1]s), the Walsh series of f is given
by

f(x) ∼
∑
k∈Ns

0

f̂(k)walk(x), (1)

where the Walsh coefficients f̂(k) are given by

f̂(k) =

∫
[0,1]s

f(x)walk(x) dx.
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In general, the Walsh series given in equation (1) need not converge to f ,
however, for the space of Walsh series Wα,s,γ , which we define in the following,
it does, see also [3]. For more details on the convergence of Walsh series, we
refer to [3] or [9].

Throughout the paper we assume that b is a fixed prime, all polynomials
are over Zb[x] and all Walsh functions are also considered in the same base b.

The function space under consideration in this paper is the space Wα,s,γ ⊆
L2([0, 1]s) as introduced in [3]. Here γ = (γj)

∞
j=1 is a sequence of positive,

nonincreasing weights, which are introduced to model the importance of dif-
ferent variables for our approximation problem, see [17]. For s ∈ N let
[s] := {1, . . . , s} and for u ⊆ [s] let γu :=

∏
j∈u γj be the weight associated

with the projection onto components whose index is contained in u.
Given a positive integer k with base b expansion k = κ1b

a1−1 + κ2b
a2−1 +

· · ·+κvb
av−1, 1 ≤ av < · · · < a1, v ≥ 1, we define µα(k) := a1 + · · ·+amin(v,α).

Furthermore we put µα(0) := 0.
For k ∈ N0 and a weight γ > 0, we define a function

rα(γ, k) :=

{
1 if k = 0,
γb−µα(k) otherwise.

If we consider a vector k ∈ Ns
0 of the form k = (k1, . . . , ks), we set

rα(γ, k) :=
s∏

j=1

rα(γj, kj).

Definition 2.2 The space Wα,s,γ ⊆ L2([0, 1]s) consists of all Walsh series

f =
∑

k∈Ns
0
f̂(k)walk for which the norm

‖f‖Wα,s,γ := sup
k∈Ns

0

|f̂(k)|
rα(γ, k)

. (2)

is finite.

For α ≥ 2, the following property was shown in [3]: Let f : [0, 1]s → R
be such that all mixed partial derivatives up to order α in each variable
are square integrable, then f ∈ Wα,s,γ . Furthermore, an inequality using a
Sobolev type norm and the norm in equation (2) was shown in [3], see also
[2, 4]. Consequently, the results we are going to establish in the following
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for functions in Wα,s,γ also apply automatically to smooth functions. The
assumption α > 1 is needed to ensure that the sum of the absolute values
of the Walsh coefficients converges. For the case α = 1, which requires a
different analysis, we refer to [7] or to [9].

2.3 Numerical Integration in Wα,s,γ

We are interested in the worst-case error of multivariate integration in Wα,s,γ

using a quasi-Monte Carlo rule Qbm,s, which is given by

e(Qbm,s, Wα,s,γ) = sup
f∈Wα,s,γ

‖f‖Wα,s,γ≤1

|Is(f)−Qbm,s(f)|. (3)

The initial error is given by

e(Q0,s, Wα,s,γ) = sup
f∈Wα,s,γ

‖f‖Wα,s,γ≤1

|Is(f)| = ‖Is‖.

We denote the quasi-Monte Carlo rule based on a polynomial lattice rule
Sp,m,n(q) by Qbm,s(q) and the associated worst-case integration error by
ebm,α(q, p). The next proposition gives information on this quantity.

Proposition 2.1 Let b be a prime and α ≥ 2 an integer. Then the worst-
case integration error for multivariate integration in Wα,s,γ using the polyno-
mial lattice rule Sp,m,n(q) is given by

ebm,α(q, p) =
∑

k∈Dp(q)

rα(γ, k),

where

Dp(q) :=
{
k ∈ Ns

0 \ {0} : k(x) · q(x) ≡ a(x) (mod p(x))

with deg(a(x)) < n−m} . (4)

Proof. Combine [3, equation (5.2)] with the determination of the dual net D
of a polynomial lattice from [8, Section 4]. �
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3 Component-by-component construction of

polynomial lattice rules

We propose the following algorithm to construct a polynomial lattice rule
that achieves higher order convergence. We remark that unlike the results
presented in Section 4, we only deal with a fixed α in this section. For ease of
notation, we proceed as follows: We use q = q(x) ∈ Zb[x], p = p(x) ∈ Zb[x]
and a = a(x) ∈ Zb[x]; also, if we consider the polynomial associated with an
integer k, we use k = k(x) ∈ Zb[x]. We put

Gb,n := {q ∈ Zb[x] : deg(q) < n} .

We also make use of the following lemma, which appeared in a weaker
and nonexplicit form as [8, Lemma 4.2].

Lemma 3.1 Let α ≥ 2 be an integer. Then for every 1/α < λ ≤ 1 we have

∞∑
l=1

rλ
α(γ, l) ≤ γλCb,α,λ,

where

Cb,α,λ := C̃b,α,λ +
(b− 1)α

bλα − b

α−1∏
i=1

1

bλi − 1
,

C̃b,α,λ =

{
α− 1 if λ = 1,
(b−1)((b−1)α−1−(bλ−1)α−1)

(b−bλ)(bλ−1)α−1 if λ < 1.

Furthermore, the series
∑∞

l=1 rλ
α(γ, l) diverges to ∞ as λ goes to 1/α from

the right.

Proof. Let l = λ1b
a1−1 + · · · + λvb

av−1 where v ≥ 1, 0 < av < · · · < a1 and
λi ∈ {1, . . . , b− 1}. We divide the sum over all l ∈ N into two parts, namely
firstly where 1 ≤ v ≤ α− 1 and secondly where v > α− 1. For the first part
we have

α−1∑
v=1

(b− 1)v
∑

0<av<···<a1

1

bλ(a1+···+av)
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=
α−1∑
v=1

(b− 1)v

∞∑
a1=v

1

bλa1

a1−1∑
a2=v−1

1

bλa2
· · ·

av−1−1∑
av=1

1

bλav

≤
α−1∑
v=1

(
b− 1

bλ − 1

)v

=

{
α− 1 if λ = 1,
(b−1)((b−1)α−1−(bλ−1)α−1)

(b−bλ)(bλ−1)α−1 if λ < 1,

=: C̃b,α,λ.

For the second part we have

(b− 1)α
∑

0<aα<···<a1

baα−1

bλ(a1+···+aα)

=
(b− 1)α

b

∞∑
a1=α

1

bλa1

a1−1∑
a2=α−1

1

bλa2
· · ·

aα−1−1∑
aα=1

baα

bλaα

=
(b− 1)α

b

∞∑
aα=1

baα

bλaα

∞∑
aα−1=aα+1

1

bλaα−1
· · ·

∞∑
a2=a3+1

1

bλa2

∞∑
a1=a2+1

1

bλa1

=
(b− 1)α

b

α−1∏
i=1

1

bλi − 1

∞∑
aα=1

baα

bλaα

1

bλ(α−1)aα

=
(b− 1)α

bλα − b

α−1∏
i=1

1

bλi − 1
.

Hence, we have shown that

γλ (b− 1)α

bλα − b

α−1∏
i=1

1

bλi − 1
≤

∞∑
l=1

rλ
α(γ, l)

≤ γλ

(
C̃b,α,λ +

(b− 1)α

bλα − b

α−1∏
i=1

1

bλi − 1

)
=: γλCb,α,λ.

As (b−1)α

bλα−b

∏α−1
i=1

1
bλi−1

→∞ whenever λ → 1/α from the right we also obtain
the second assertion. �

Now we show that a component-by-component approach can be used to
construct a polynomial lattice rule that achieves higher order convergence,
where for 1 ≤ d ≤ s, we set qd = (q1, . . . , qd). Note that we consider
this vector instead of (1, q2, . . . , qs), c.f. [5, Algorithm 4.3], as otherwise the
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projection onto the first coordinate does not achieve a convergence rate of
b−αm, see also [8, Remark 2.3]. The component-by-component algorithm for
a fixed α is summarised in Algorithm 1.

Algorithm 1 CBC algorithm for fixed α

Require: b a prime, s, m ∈ N and weights γ = (γj)j≥1.
1: Choose an irreducible polynomial p ∈ Zb[x], with deg(p) = n.
2: for d = 1 to s do
3: find qd ∈ Gb,n by minimising ebm,α((q1, . . . , qd), p) as a function of qd.
4: end for
5: return q = (q1, . . . , qs).

Theorem 3.1 Let b be prime, let s, n, m, α ∈ N, m ≤ n and let α ≥ 2.
Let p ∈ Zb[x] be irreducible with deg(p) = n. Suppose (q∗1, . . . , q

∗
s) ∈ Gs

b,n is
constructed using Algorithm 1. Then for all d = 1, . . . , s we have:

ebm,α((q∗1, . . . , q
∗
d), p) ≤ 1

bmin(τm,n)

d∏
j=1

(1 + 3γ
1/τ
j Cb,α,1/τ )

τ ∀1 ≤ τ < α.

Proof. We firstly show the result for d = 1. By Proposition 2.1,

ebm,α(q1, p) =
∑

k∈Dp(q1)

rα(γ, k).

The algorithm chooses q∗1 as to minimise the worst-case error, so we have

ebm,α(q∗1, p) ≤ ebm,α(q1, p), ∀q1 ∈ Gb,n.

Hence for all 1/α < λ ≤ 1 we have

ebm,α(q∗1, p)λ ≤ 1

bn

∑
q1∈Gb,n

ebm,α(q1, p)λ.

Using an argument very similar to the one used in the proof of [8, Proposi-
tion 4.3], it can be shown that for all 1/α < λ ≤ 1

ebm,α(q∗1, p)λ ≤ 1

bn

∑
q1∈Gb,n

ebm,α(q1, p)λ ≤ γλ
1 Cb,α,λ(b

−m + b−λn).
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Consequently, setting τ = 1/λ we obtain

ebm,α(q∗1, p) ≤ (1 + 2γλ
1 Cb,α,λ)

1/λb−min(m/λ,n)

≤ (1 + 3γ
1/τ
1 Cb,α,1/τ )

τb−min(mτ,n).

We now assume that for some 1 ≤ d < s we have q∗d ∈ Gd
b,n such that

ebm,α(q∗d, p) ≤ b−min(τm,n)

d∏
j=1

(1 + 3γ
1/τ
j Cb,α,1/τ )

τ .

We consider

ebm,α((q∗d, qd+1), p)

=
∑

(k,kd+1)∈Dp(q∗d,qd+1)

rα(γ, k)rα(γd+1, kd+1)

=
∑

k∈Dp(q∗d)

rα(γ, k) +
∞∑

kd+1=1

rα(γd+1, kd+1)
∑
k∈Nd

0
(k,kd+1)∈Dp(q∗d,qd+1)

rα(γ, k)

= ebm,α(q∗d, p) + θ(q∗d, qd+1),

where we set

θ(q∗d, qd+1) :=
∞∑

kd+1=1

rα(γd+1, kd+1)
∑
k∈Nd

0
(k,kd+1)∈Dp(q∗d,qd+1)

rα(γ, k).

We see from Algorithm 1 that q∗d+1 is chosen in such a way that the worst-case
error ebm,α((q∗d, qd+1), p) is minimised. Since the only dependence on qd+1 is in
θ(q∗d, qd+1) we have θ(q∗d, q

∗
d+1) ≤ θ(q∗d, qd+1) for all qd+1 ∈ Gb,n. This implies

that for all 1/α < λ ≤ 1 we have

θ(q∗d, q
∗
d+1)

λ ≤ 1

bn

∑
qd+1∈Gb,n

θ(q∗d, qd+1)
λ

=
1

bn

∑
qd+1∈Gb,n


∞∑

kd+1=1

rα(γd+1, kd+1)
∑
k∈Nd

0
(k,kd+1)∈Dp(q∗d,qd+1)

rα(γ, k)


λ
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≤ 1

bn

∑
qd+1∈Gb,n

∞∑
kd+1=1

rλ
α(γd+1, kd+1)

 ∑
k∈Nd

0
(k,kd+1)∈Dp(q∗d,qd+1)

rα(γ, k)


λ

≤
∞∑

kd+1=1

p|kd+1

rλ
α(γd+1, kd+1)


∑
k∈Nd

0

k·q∗d≡a (mod p)
deg(a)<n−m

rα(γ, k)



λ

+
1

bn

∞∑
kd+1=1

p-kd+1

rλ
α(γd+1, kd+1)

∑
qd+1∈Gb,n

∑
k∈Nd

0

k·q∗d+kd+1qd+1≡a (mod p)
deg(a)<n−m

rλ
α(γ, k),

where we used Jensen’s inequality, which states that for a sequence (ak) of
nonnegative reals we have (

∑
ak)

λ ≤
∑

aλ
k for any 0 < λ ≤ 1. Now we have

∞∑
kd+1=1

p|kd+1

rλ
α(γd+1, kd+1)


∑
k∈Nd

0

k·q∗d≡a (mod p)
deg(a)<n−m

rα(γ, k)



λ

≤
γλ

d+1Cb,α,λ

bλn

1 +
∑

k∈Nd
0\{0}

k·q∗d≡a (mod p)
deg(a)<n−m

rα(γ, k)



λ

≤
γλ

d+1Cb,α,λ

bλn

(
1 + ebm,α(q∗d, p)λ

)
,

where we used the following:

∞∑
k=1
p|k

rλ
α(γ, k) =

∞∑
l=1

rλ
α(γ, bnl) +

∞∑
l=0

bn−1∑
k=1
p|k

rλ
α(γ, k + bnl).
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For l > 0 we have rα(γ, bnl) ≤ b−nrα(γ, l). Further for 1 ≤ k < bn the
polynomial p never divides k since deg(p) = n. Hence

∞∑
k=1
p|k

rλ
α(γ, k) =

∞∑
l=1

rλ
α(γ, bnl) ≤ b−λn

∞∑
l=1

rλ
α(γ, l) ≤ γλCb,α,λ

bλn
.

Next we consider the case where kd+1 is not a multiple of p. Here we have

1

bn

∑
qd+1∈Gb,n

∞∑
kd+1=1

p-kd+1

rλ
α(γd+1, kd+1)

 ∑
(k,kd+1)∈Dp(q∗d,qd+1)

rα(γ, k)

λ

≤ 1

bn

∞∑
kd+1=1

p-kd+1

rλ
α(γd+1, kd+1)

∑
qd+1∈Gb,n

∑
k∈Nd

0

k·q∗d+kd+1qd+1≡a (mod p)
deg(a)<n−m

rλ
α(γ, k).

Now we have ∑
qd+1∈Gb,n

∑
k∈Nd

0\{0}
k·q∗d+kd+1qd+1≡a (mod p)

deg(a)<n−m

rλ
α(γ, k)

=
∑
k∈Nd

0

rλ
α(γ, k)

∑
a∈Zb[x]

deg(a)<n−m

∑
qd+1∈Gb,n

k·q∗
d
+kd+1qd+1≡a (mod p)

1

≤
∑
k∈Nd

0

rλ
α(γ, k)bn−m

= bn−m

d∏
j=1

(1 + Cb,α,λγ
λ
j ).

Hence

1

bn

∞∑
kd+1=1

p-kd+1

rλ
α(γd+1, kd+1)

∑
qd+1∈Gb,n

∑
k∈Nd

0\{0}
k·q∗d+kd+1qd+1≡a (mod p)

deg(a)<n−m

rλ
α(γ, k)
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≤ 1

bn

∞∑
kd+1=1

rλ
α(γd+1, kd+1)b

n−m

d∏
j=1

(1 + Cb,α,λγ
λ
j )

≤ 1

bm
Cb,α,λγ

λ
d+1

d∏
j=1

(1 + Cb,α,λγ
λ
j ) .

Consequently,

θ(q∗d, q
∗
d+1) ≤

(
γλ

d+1Cb,α,λ

bλn
(1 + ebm,α(q∗d, p)λ)

+
1

bm
Cb,α,λγ

λ
d+1

d∏
j=1

(1 + Cb,α,λγ
λ
j )

)1/λ

≤ γd+1C
1/λ
b,α,λ

[
1

bλn
+ ebm,α(q∗d, p)λ +

1

bm

d∏
j=1

(1 + Cb,α,λγ
λ
j )

]1/λ

.

We now set τ = 1/λ and use the induction hypothesis to obtain

θ(q∗d, q
∗
d+1) ≤ γd+1C

τ
b,α,1/τ

(
1

bn/τ
+ ebm,α(q∗d, p)1/τ +

1

bm

d∏
j=1

(1 + Cb,α,1/τγ
1/τ
j )

)τ

≤ γd+1C
τ
b,α,1/τ

(
3

bmin(m,n/τ)

d∏
j=1

(1 + 3γ
1/τ
j Cb,α,1/τ )

)τ

=
3τ

bmin(τm,n)
γd+1C

τ
b,α,1/τ

d∏
j=1

(1 + 3γ
1/τ
j Cb,α,1/τ )

τ .

Finally, we have

ebm,α(q∗d+1, p) = ebm,α(q∗d, p) + θ(q∗d, q
∗
d+1)

≤ 1

bmin(τm,n)

d∏
j=1

(1 + 3γ
1/τ
j Cb,α,1/τ )

τ

+
3τ

bmin(τm,n)
γd+1C

τ
b,α,1/τ

d∏
j=1

(1 + 3γ
1/τ
j Cb,α,1/τ )

τ

=
1

bmin(τm,n)
(1 + 3τγd+1C

τ
b,α,1/τ )

d∏
j=1

(1 + 3γ
1/τ
j Cb,α,1/τ )

τ
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≤ 1

bmin(τm,n)

d+1∏
j=1

(1 + 3γ
1/τ
j Cb,α,1/τ )

τ ,

where we again used Jensen’s inequality. �

From Theorem 3.1 we obtain the following corollary.

Corollary 3.1 Let b be prime, let s, n, m, α ∈ N, m ≤ n and α ≥ 2. Let
p ∈ Zb[x] be irreducible with deg(p) = n and suppose q∗ ∈ Gs

b,n is constructed
using Algorithm 1.

• We have

ebm,α(q∗, p) ≤ cs,α,γ,δ

bmin((α−δ)m,n)
∀0 < δ ≤ α− 1,

where

cs,α,γ,δ :=
s∏

j=1

(
1 + 3γ

1
α−δ

j Cb,α, 1
α−δ

)α−δ

.

• Suppose
∑∞

j=1 γ
1

α−δ

j < ∞, then cs,α,γ,δ ≤ c∞,α,γ,δ < ∞ and we have

ebm,α(q∗, p) ≤ c∞,α,γ,δ

bmin((α−δ)m,n)
∀0 < δ ≤ α− 1.

Thus the worst-case error is bounded independently of the dimension.

• Under the assumption A := lim sups→∞
∑s

j=1 γj/(log s) < ∞ we obtain

cs,α,γ,(α−1) ≤ c̃ηs
2Cb,α,1(A+η) and therefore

ebm,α(q∗, p) ≤ c̃ηs
2Cb,α,1(A+η)

bm
∀η > 0,

where c̃η depends only on η. Thus the worst-case error satisfies a bound
which depends only polynomially on the dimension.

Proof. The first part follows from Theorem 3.1 by setting τ = α − δ. The
second and the third part follow from the first part in exactly the same way
as in the proof of [5, Corollary 4.5]. �

The above result shows that higher order polynomial lattice rules can
achieve a worst-case error satisfying at the same time the almost optimal
convergence rate and a bound which depends only polynomially (or even
does not depend) on the dimension s (the technical term for such a behavior
is (strong) polynomial tractability). Until now it is not known whether this
is possible for ordinary lattice rules.
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4 Optimal convergence rates for a range of

smoothness parameters

In this section, we construct polynomial lattices which are optimal for a range
of smoothness parameters; we use α and τα to denote the smoothness, where
2 ≤ α ≤ β, 1 ≤ τα < α.

We set

Am,n,s,α,p(λ) :=
1

bsn

∑
qs∈Gs

b,n

eλ
bm,α(qs, p).

Proposition 4.1 For α ≥ 2 and 1/α < λ ≤ 1 we have

Am,n,s,α,p(λ) ≤ 2

bmin(m,λn)

(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)
.

Proof. Using Proposition 2.1 and Jensen’s inequality we obtain,

Am,n,s,α,p(λ) ≤ 1

bsn

∑
q∈Gs

b,n

∑
k∈Dp(q)

rλ
α(γ, k)

=
∑

k∈Ns
0\{0}

rλ
α(γ, k)

1

bsn

∑
q∈Gs

b,n

k·q≡a (mod p)
deg(a)<n−m

1. (5)

In the case where all components of k are multiples of p every q satisfies
the equation k · q ≡ 0 (mod p) and hence we have

1

bsn

∑
q∈Gs

b,n

k·q≡a (mod p)
deg(a)<n−m

1 = 1

and the sum over all k which satisfy this condition is therefore bounded by

∑
k∈Ns

0\{0}
k≡0 (mod p)

rλ
α(γ, k) = −1 +

s∏
j=1

∞∑
k=0
p|k

rλ
α(γj, k).
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Now we have

∞∑
k=0
p|k

rλ
α(γj, k) =

∞∑
l=0

rλ
α(γj, b

nl) +
∞∑
l=0

bn−1∑
k=1
p|k

rλ
α(γj, k + bnl).

For l > 0 we have rα(γj, b
nl) ≤ b−nrα(γj, l) and further for 1 ≤ k < bn the

polynomial p never divides k since deg(p) = n. Hence

∞∑
k=0
p|k

rλ
α(γj, k) = 1 +

∞∑
l=1

rλ
α(γj, b

nl) ≤ 1 +
1

bλn

∞∑
l=1

rλ
α(γj, l) .

Therefore,

∑
k∈Ns

0\{0}
k≡0 (mod p)

rλ
α(γ, k) ≤ −1 +

s∏
j=1

(1 + b−λnγλ
j Cb,α,λ)

=
∑

∅6=u⊆[s]

b−|u|λnγλ
u C

|u|
b,α,λ

≤ 1

bλn

(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)
.

In the case where there is at least one component of k which is not a
multiple of p we have

1

bsn

∑
q∈Gs

b,n

k·q≡a (mod p)
deg(a)<n−m

1 =
1

bm

and therefore this part of equation (5) is bounded by

1

bm

∑
k∈Ns

0\{0}
k 6≡0 (mod p)

rλ
α(γ, k) ≤ 1

bm

∑
k∈Ns

0\{0}

rλ
α(γ, k)

≤ 1

bm

(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)
.
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Altogether we now obtain that

Am,n,s,α,p(λ) ≤
(

1

bm
+

1

bλn

)(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)

≤ 2

bmin(m,λn)

(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)
as required. �

Let α ≤ β and set n = βm. Let ν denote the equiprobable measure on
Gs

b,βm. For c ≥ 1 and 1 ≤ τ < α ≤ β the following set is introduced:

Cb,α(c, τ) :=
{
q ∈ Gs

b,βm : ebm,α(q, p) ≤ Eb,α,γ,s,m(c, τ)
}

, (6)

where

Eb,α,γ,s,m(c, τ) :=
2τcτ

bτm

(
−1 +

s∏
j=1

(1 + γ
1/τ
j Cb,α,1/τ )

)τ

.

Furthermore, let

Cb,α(c) :=
⋂

1≤τ<α

Cb,α(c, τ)

=
{
q ∈ Gs

b,βm : ebm,α(q, p) ≤ Eb,α,γ,s,m(c, τ) ∀1 ≤ τ < α
}

. (7)

(Note that the intersection
⋂

1≤τ<α Cb,α(c, τ) can be understood as an inter-
section of finitely many sets since Cb,α(c, τ) has only finitely many elements.)

Lemma 4.1 Let c ≥ 1 and 1 ≤ τ < α ≤ β, then we have

ν(Cb,α(c, τ)) > 1− c−1.

Proof. We denote C b,α(c, τ) := Gs
b,βm \ Cb,α(c, τ). Then for all 1 ≤ τ < α we

have

Am,βm,s,α,p(1/τ) =
1

bsβm

∑
q∈Gs

b,βm

e
1/τ
bm,α(q, p)

> ν(C b,α(c, τ))
2c

bm

(
−1 +

s∏
j=1

(1 + γ
1/τ
j Cb,α,1/τ )

)
.

Now using Proposition 4.1 we obtain ν(C b,α(c, τ)) < c−1 and the result fol-
lows. �
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Lemma 4.2 Let c ≥ 1, then we have

ν(Cb,α(c)) > 1− c−1.

Proof. Let 1 ≤ τ∗ < α be such that

Eb,α,γ,s,m(c, τ∗) = inf
1≤τ<α

Eb,α,γ,s,m(c, τ)

(note that by Lemma 3.1 we have Eb,α,γ,s,m(c, τ) → ∞ whenever τ → α−

and hence we can find τ∗ with the demanded property). Then we have

Cb,α(c, τ∗) ⊆
⋂

1≤τ<α

Cb,α(c, τ) = Cb,α(c)

and hence the result follows from Lemma 4.1. �

If we choose c = β in Lemma 4.2, then we obtain ν(Cb,α(β)) > 1 − β−1

and consequently we have

ν

(
β⋂

α=2

Cb,α(β)

)
= 1− ν

(
β⋃

α=2

C b,α(β)

)
≥ 1−

β∑
α=2

ν(C b,α(β)) > 0.

Hence we obtain the following theorem which establishes the existence of a
q∗ ∈ Gs

b,βm which achieves the optimal convergence rate for a range of α’s.

Theorem 4.1 Let β, m, s ∈ N, β ≥ 2 and let p ∈ Zb[x] with deg(p) = βm.
Then there exists a q∗ ∈ Gs

b,βm such that

ebm,α(q∗, p) ≤ 2ταβτα

bταm

(
−1 +

s∏
j=1

(1 + γ
1/τα

j Cb,α,1/τα)

)τα

(8)

for all 2 ≤ α ≤ β and for all 1 ≤ τα < α.

The proof of Theorem 4.1 suggests that in principle we can find q∗ which
satisfies equation (8) for all 2 ≤ α ≤ β and all 1 ≤ τα < α by using a so-called
“sieve algorithm” which will be explained in the following.

Use a computer search to find b(1− β−1)bβmsc + 1 of the bβms vectors q
in Gs

b,βm which satisfy

ebm,2(q, p) ≤ Eb,2,γ,s,m(β, τ2) ∀1 ≤ τ2 < 2,
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and label this set T2. By Lemma 4.2 we know that at least such a number
of vectors exists.

Then proceed by using a computer search to find b(1 − 2β−1)bβmsc + 1
vectors q in T2 which satisfy

ebm,3(q, p) ≤ Eb,3,γ,s,m(β, τ3) ∀1 ≤ τ3 < 3

and label this set T3. Since

ν

(
3⋂

α=2

Cb,α(β)

)
= 1− ν

(
3⋃

α=2

C b,α(β)

)
≥ 1−

3∑
α=2

ν(C b,α(β)) > 1− 2

β
,

we know that there are at least b(1−2β−1)bβmsc+1 values in T2 to populate
the set T3.

In the same way we proceed to construct the sets T4, . . . ,Tβ. Theorem 4.1
guarantees that Tβ is not empty and we may select q∗ to be any vector from
Tβ. This vector satisfies equation (8) for all 2 ≤ α ≤ β and all 1 ≤ τα < α.

However, in practice such a search algorithm would not be applicable since
it is much too time consuming. For this reason we show in the following how
the sieve algorithm may be combined with the component-by-component
(CBC) algorithm which makes the search algorithm applicable. Such an
algorithm, we call it “CBC sieve algorithm”, is presented in Algorithm 2.
For its statement we use the following notation:

For 2 ≤ α ≤ β and p ∈ Zb[x] with deg(p) = βm we define the following:
for d = 0 and q1 ∈ Gb,βm we set

θα(0, q1) := ebm,α(q1, p),

and for d ∈ N, qd ∈ Gd
b,βm and qd+1 ∈ Gb,βm we set

θα(qd, qd+1) := ebm,α((qd, qd+1), p)− ebm,α(qd, p).

Furthermore, for short we use the notation

Md,α,γ(τ) :=
1

bm

d∏
j=1

(1 + 3βγ
1/τ
j Cb,α,1/τ ).

Now we prove the following result.
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Algorithm 2 CBC sieve algorithm for 2 ≤ α ≤ β

Require: b a prime, s, m, β ∈ N, β ≥ 2, and p ∈ Zb[x] with deg(p) = βm.
1: Set T1,d := Gb,βm for all 1 ≤ d ≤ s and q∗0 = 0.
2: for d = 0 to s− 1 do
3: for α = 2 to β do
4: perform a computer search to find b(1−(α−1)β−1)bβmc+1 elements

q in Tα−1,d+1 to populate the set Tα,d+1 , which is a subset of
5: if d = 0 then
6: {

q ∈ Tα−1,d+1 : θα(0, q) ≤ 1

bταm

(
1 + 3γ

1/τα

1 Cb,α,1/τα

)τα

∀1 ≤ τα < α

}
7: else
8: {

q ∈ Tα−1,d+1 : θα(q∗d, q) ≤
(
3βγ

1/τα

d+1 Cb,α,1/ταMd,α,γ(τα)
)τα

∀1 ≤ τα < α
}

9: end if
10: end for
11: Select q∗d+1 ∈ Tβ,d+1.
12: Set q∗d+1 = (q∗d, q

∗
d+1).

13: end for
14: return q∗ = q∗s.

Theorem 4.2 Let s, m, β ∈ N, β ≥ 2, then Algorithm 2 constructs a vector
q∗d ∈ Gd

b,βm such that

ebm,α(q∗d, p) ≤ 1

bταm

d∏
j=1

(1 + 3βγ
1/τα

j Cb,α,1/τα)τα

for all 1 ≤ τα < α and for all 2 ≤ α ≤ β.

To prove Theorem 4.2 we introduce the following set: for qd ∈ Gd
b,βm let

Fb,α(c, qd) be the set of all qd+1 ∈ Gb,βm such that

θα(qd, qd+1) ≤
(
3cγ

1/τα

d+1 Cb,α,1/ταMd,α,γ(τα)
)τα

(9)
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for all 1 ≤ τα < α.

Lemma 4.3 Let 2 ≤ α ≤ β and let c ≥ 1. Assume that there exists a
qd ∈ Gd

b,βm such that

ebm,α(qd, p) ≤ Md,α,γ(τα)τα (10)

for all 1 ≤ τα < α and for all 2 ≤ α ≤ β. Then

ν (Fb,α(c, qd)) > 1− c−1.

Proof. From the proof of Theorem 3.1 and using assumption (10) for all
1/α < λ ≤ 1 we have

1

bβm

∑
qd+1∈Gb,βm

θα(q∗d, qd+1)
λ

≤ γλ
d+1Cb,α,λ

(
1

bλαm
+ ebm,α(q∗d, p)λ +

1

bm

d∏
j=1

(1 + γλ
j Cb,α,λ)

)
≤ 3γλ

d+1Cb,α,λMd,α,γ(1/λ).

From this the result follows in the same way as in the proof of Lemmas 4.1
and 4.2. �

Now we give the proof of Theorem 4.2.

Proof. We proceed by induction on d and firstly show the result for d = 1.
Having fixed d = 1, we proceed by induction on α. For q ∈ Cb,α(β) we have
(see equation (7))

ebm,α(q, p) ≤ 1

bταm
(1 + 3βγ

1/τα

1 Cb,α,1/τα)τα ∀1 ≤ τα < α ,

for 2 ≤ α ≤ β. According to Lemma 4.2, ν(Cb,α(β)) > 1 − β−1, 2 ≤ α ≤ β,
hence there are b(1− β−1)bβmc + 1 elements to populate T2,1. Assume now
that for 2 ≤ α < β, there are b(1− (α− 1)β−1)bβmc+1 elements to populate
Tα,1, hence ν(Tα,1) > 1− (α− 1)β−1. We want to show that

ν ({q ∈ Tα,1 : ebm,α+1(q, p) ≤ M1,α+1,γ(τα+1)
τα+1 ∀1 ≤ τα+1 < α + 1})

> 1− αβ−1, (11)
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which implies that there are b(1−αβ−1)bβmc+1 elements to populate Tα+1,1.
But

{q ∈ Tα,1 : ebm,α+1(q, p) ≤ M1,α+1,γ(τα+1)
τα+1 ∀1 ≤ τα+1 < α + 1}

= Tα,1 ∩ {q ∈ Gb,βm : ebm,α+1(q, p) ≤ M1,α+1,γ(τα+1)
τα+1∀1 ≤ τα+1 < α + 1} ,

hence we get equation (11) from the induction assumption and from Lemma 4.2.
Thus we have proven the assertion for d = 1.

We now assume that for 1 ≤ d < s, the algorithm has found q∗d so that

ebm,α(q∗d, p) ≤ Md,α,γ(τα)τα (12)

for all 1 ≤ τα < α and for all 2 ≤ α ≤ β and again we proceed by induction.
According to Lemma 4.3, under the assumption (12), we have

ν (Fb,α(β, q∗d)) > 1− β−1 ∀2 ≤ α ≤ β,

hence there are b(1 − β−1)bβmc + 1 elements to populate T2,d+1. We now
assume that for 2 ≤ α < β, there are b(1− (α− 1)β−1)bβmc+ 1 elements to
populate Tα,d+1, hence ν(Tα,d+1) > (1− (α− 1)β−1).

Since{
q ∈ Tα,d+1 : θ(q∗d, q) ≤

(
3βγ

1/τα+1

d+1 Cb,α+1,1/τα+1Md+1,α+1,γ(τα+1)
)τα+1

∀1 ≤ τα+1 < α + 1

}
= Tα,d+1 ∩Fb,α+1(β, q∗d)

we obtain from the inductive hypothesis and from Lemma 4.3 that

ν

({
q ∈ Tα,d+1 : θ(q∗d, q) ≤

(
3βγ

1/τα+1

d+1 Cb,α+1,1/τα+1Md+1,α+1,γ(τα+1)
)τα+1

∀1 ≤ τα+1 < α + 1

})
> 1− αβ−1,

which implies that there are b(1 − αβ−1)bβmc + 1 elements to populate
Tα+1,d+1. Therefore Algorithm 2 finds a q∗d+1 ∈ Gb,βm such that

θα(q∗d, q
∗
d+1) ≤

(
3βγ

1/τα

d+1 Cb,α,1/ταMd,α,γ(τα)
)τα
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for all 1 ≤ τα < α and for all 2 ≤ α ≤ β.
Using equation (12) we obtain,

ebm,α((q∗d, q
∗
d+1), p) = ebm,α(q∗d, p) + θα((q∗d, q

∗
d+1))

≤ Md,α,γ(τα)τα(1 + (3βγ
1/τα

d+1 Cb,α,1/τα)τα)

≤ Md+1,α,γ(τα)τα ,

for all 1 ≤ τα < α and for all 2 ≤ α ≤ β. �

5 Optimal convergence rates for a range of

smoothness parameters using Korobov poly-

nomial lattice rules

In this section we study a special case of polynomial lattice rules, namely
Korobov polynomial lattice rules. We show the existence of higher order
Korobov polynomial lattice rules which achieve optimal rates of convergence
for a range of smoothness parameters and present an algorithm which shows
how to construct such higher order Korobov polynomial lattice rules. This
algorithm is the same as the “sieve algorithm” presented in Section 4, but
due to the structure of Korobov polynomial lattice rules, the cost of such an
algorithm is feasible.

We now present the results which are used to establish the existence of a
higher order Korobov polynomial lattice rule achieving optimal rates of con-
vergence for a range of smoothness parameters and its construction. For the
remainder of this section, we use φ(q) := (q, q2, . . . , qs) (mod p), q ∈ Gb,βm to
denote the generating vector of the higher order Korobov polynomial lattice
rule Sp,m,βm(φ(q)) and ebm,α(φ(q), p) to denote the corresponding worst-case
error, 2 ≤ α ≤ β; we recall that α ≤ β and n = βm. As in Section 3 we point
out that we use generating vectors φ(q) := (q, q2, . . . , qs) (mod p) instead of
(1, q, . . . , qs−1) (see e.g. [5, Algorithm 4.6]), as otherwise the projection onto
the first coordinate does not achieve a convergence rate of b−αm. We start
with the following proposition, which is analogous to Proposition 4.1, where
we set

Ãm,n,s,α,p(λ) :=
1

bn

∑
q∈Gb,n

eλ
bm,α(φ(q), p) .
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Proposition 5.1 For α ≥ 2 and 1/α < λ ≤ 1 we have

Ãm,n,s,α,p(λ) ≤ s + 1

bmin(m,λn)

[
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

]
.

Proof. Using Proposition 2.1 and Jensen’s inequality we obtain,

Ãm,n,s,α,p(λ) ≤ 1

bn

∑
q∈Gb,βm

∑
k∈Dp(φ(q))

rλ
α(γ, k)

=
∑

k∈Ns
0\{0}

rλ
α(γ, k)

1

bn

∑
q∈Gb,βm

k·φ(q)≡a (mod p)
deg(a)<n−m

1. (13)

In the case where all components of k are multiples of p every q ∈ Gb,βm

satisfies the equation k · φ(q) ≡ 0 (mod p) and hence we have

1

bn

∑
q∈Gb,βm

k·φ(q)≡a (mod p)
deg(a)<n−m

1 = 1

and the sum over all k which satisfy this condition is therefore bounded by∑
k∈Ns

0\{0}
k≡0 (mod p)

rλ
α(γ, k) ≤ 1

bλn

(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)
,

see the proof of Proposition 4.1.
In the case where there is at least one component of k which is not a

multiple of p we have

1

bn

∑
q∈Gb,βm

k·φ(q)≡a (mod p)
deg(a)<n−m

1 ≤ sb−m ,

because for any choice a there are at most s solutions q to k · φ(q) ≡ a
(mod p) and there are bn−m possible choices for a. Therefore this part of
equation (13) is bounded by

s

bm

(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)
.
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Altogether we now obtain that

Ãm,n,s,α,p(λ) ≤
(

s

bm
+

1

bλn

)(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)

≤ s + 1

bmin(m,λn)

(
−1 +

s∏
j=1

(1 + γλ
j Cb,α,λ)

)

as required. �

Let ν denote the equiprobable measure on Gb,βm. For c ≥ 1 and 1 ≤ τ <
α ≤ β the following set is introduced:

C̃b,α(c, τ) :=
{

q ∈ Gb,βm : ebm,α(φ(q), p) ≤ Ẽb,α,γ,s,m(c, τ)
}

, (14)

where

Ẽb,α,γ,s,m(c, τ) :=
cτ (s + 1)τ

bτm

(
−1 +

s∏
j=1

(1 + γ
1/τ
j Cb,α,1/τ )

)τ

.

Furthermore, let

C̃b,α(c) :=
⋂

1≤τ<α

C̃b,α(c, τ) (15)

=
{

q ∈ Gb,βm : ebm,α(φ(q), p) ≤ Ẽb,α,γ,s,m(c, τ) ∀1 ≤ τ < α
}

.

Lemma 5.1 Let c ≥ 1 and 1 ≤ τ < α ≤ β. Then we have

ν(C̃b,α(c, τ)) > 1− c−1.

Proof. The proof follows exactly along the lines of the proof of Lemma 4.1.
�

Lemma 5.2 Let c ≥ 1. Then we have

ν(C̃b,α(c)) > 1− c−1.

Proof. The proof follows exactly along the lines of the proof of Lemma 4.2.
�
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Algorithm 3 Korobov sieve algorithm

Require: b a prime, s, m, β ∈ N, β ≥ 2, and p ∈ Zb[x] with deg(p) = βm.
1: Set T1 := Gb,βm.
2: for α = 2 to β do
3: perform a computer search to find b(1− (α− 1)β−1)bβmc+ 1 elements

q in Tα−1 to populate the set Tα, which is a subset of{
q ∈ Tα−1 : ebm,α(φ(q), p) ≤ Ẽb,α,γ,s,m(β, τα)∀1 ≤ τα < α

}
4: end for
5: Select q∗ ∈ Tβ

6: return q∗.

As in Section 4 we now introduce a “sieve algorithm” (see Algorithm 3)
which shows how to obtain a generating vector for a higher order Korobov
polynomial lattice rule, which achieves optimal convergence rates for a range
of smoothness parameters. The next theorem shows that Algorithm 3 does
indeed produce such a vector.

Theorem 5.1 Let s, m, β ∈ N, β ≥ 2. Then Algorithm 3 finds an element
q ∈ Gb,βm such that

ebm,α(φ(q), p) ≤ (s + 1)ταβτα

bταm

(
−1 +

s∏
j=1

(1 + γ
1/τα

j Cb,α,1/τα)

)τα

,

for all 1 ≤ τα < α, 2 ≤ α ≤ β.

Proof. We prove the result by induction on α. For α = 2, by Lemma 5.2,

ν
(
C̃b,α(β)

)
> 1− β−1,∀2 ≤ α ≤ β,

so there are at least b(1− β−1)bβmc + 1 vectors to populate the set T2. We
now assume that there are b(1− (α− 1)β−1)bβmc+ 1 elements in the set Tα,
where 2 ≤ α < β, hence ν(Tα) > 1− (α− 1)β−1. We want to show that

ν
({

q ∈ Tα : ebm,α+1(φ(q), p) ≤ Ẽb,α+1,γ,s,m(β, τα+1)∀1 ≤ τα+1 < α + 1
})

> 1− αβ−1, (16)
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which implies that there are b(1 − αβ−1)bβmc + 1 elements to populate the
set Tα+1. Since{

q ∈ Tα : ebm,α+1(φ(q), p) ≤ Ẽb,α+1,γ,s,m(β, τα+1)∀1 ≤ τα+1 < α + 1
}

= Tα ∩ C̃b,α+1(β)

we obtain equation (16) from the induction assumption and from Lemma 5.2.
�
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